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Abstract

In this paper & software tool SAS (Systolic Algorithm Simulator) is designed to
model the work of a one-dimensional systolic array of n cells on a homogenous com-
putational cluster of m < n processors. As & result of the program execution, a
cluster-based programming module is obtained, where computational resourses of the
system are used in an effective way.

1 Introduction

Let we are given a systolic algorithm [4] to which a one-dimensional systolic array of n cells
is assigned. Let we are also given a homogenous computational cluster of m < n processors,
with pairwise interconnected nodes [4]. Assume that the MPI programming standard [5]
and the mpich software package environment [7] are used to develop cluster-based parallel
programs. Consider the possible ways of implementation of this algorithm, implementation
complexities, as well as the advantages and weaknesses that arise out of these (as a qualitative
criterion for estimating these advantages and weaknesses, the execution tm:le of the algorithm
is considered):

e The work of a systolic array could be realized on one processor using a sequential
programming technique. This means that a program could be created which step by
step performs the work of the systolic array cells, starting from the first to the last cell.
Besides it should be organized in such a way that, depending on the characteristics of
the systolic array, a procedure equivalent to data exchange procedure be performed at
the end of each step.

The work of a systolic array could also be realized on one processor using a ‘parallel’
programming technique, for example with the help of tread programming tool. Then.
a program is created which starts parallel processes in a number equal to the number
of array cells and each process performs the work of some cell in the array. In this case
also a procedure analogous to data exchange procedure should be organized at the end
of each step.
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i &hm nhew:vailola work of the systolic array between the clu.st.er nodes. Thus, to
ﬂndnbett.ermlutionbothispmhlem, there arises a necessity to construct 8 new
systolic array, the number of cells in which doesn’t exceed the number of processors in
the cluster. This gives birth to a number-of problems: on the length of the array under
construction, the choice of local variables in the cells in the new array, definition of
interconnections between the cells, organization of computations in the cells, ete. So
having the solutions to this problems, one just needs to create a programming module,
by using MPI standard, which realizes the new array and runs the programming module
on the cluster by executing mpirum command [7]. Under such circumstances the usage
nfmeﬁecﬁvaalsuﬁthmforparbiﬁoningthemkofthamtoﬁc array presented in
[1, 2], which remodels the given systolic algorithm, depending on the number of nodes
available in the cluster, is a reasonable choice to make.

o To realize the work of the systolic array it is preferable to use a special software tool
that receives the given systolic array at its input and automatically generates a cluster-
based programming module using the algorithm described in previous item. The user
only needs to execute mpirun command fo run the module, requiring processors of
desired number from the ones available in the cluster.

" Experiments have shown that if the length of the array is a number of high order, then
none of the first three methods described above are effective to solve the problem. In this
paper we describe & software tool SAS (Systolic Algorithm Simulator) developed to model
the work of & one-dimensional systolic array of n cells on & homogenous computational cluster
of m <€ n processors. As a result of the program execution, a cluster-based programming
module is obtained, where computational resourses of the system are used in an effective

way.

2 Description of the software tool SAS

SAS is a software tool realized under Linux RedHat 9.0 operation system in mpich — gm [8]

software package environment, with the use of C++ programming language. Some knowledge

of basic concepts of the programming language C, as well as some skills in giving systolic

array description components [3] are required to employ the software tool. The description

. of a systolic array [3] includes array topology, cellular computations and interconnections,
problem specification.

In general, the work of SAS is performed in two stages: receipt of the systolic array
in some format at the input of the program and construction of the programming module.
An application of an effective algorithm for remodeling the systolic array described in [1,
2], modifies and remodels the systolic array received at the input of the program. The
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figure below presents both the given systolic array and the systolic array after it has been
remodeled:
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Fig 1. The given and the remodeled mémaw
Now we present the list of components of a systolic array description format in SAS:

o [nterconnections belween the cells
the number of local variables of array cells;
the number of left-sided output canals (except for the first cell) of array cells;
interconnections between local variables and left-sided output canals;

interconnections between local variables and the input canals corresponding to left-
sided output canals;

the number of right-sided output canals (except for the last cell) of array cells;
interconnections between local variables and the right-sided output canals:
interconnections between local vanables and the input canals corresponding to right-
sided ontput canals; .

o Arroy structure and cellular computations
external data required for performing the work of the systolic array;
variables that may take new values at each execution of the algorithm;
the number of array cells;
the number of steps to perform the work of the systolic array;
cellular computations; -
initialization function performed before the start of the systolic array work;
output data entered into the first cell during the work of the array;
output data entered into the last cell during the work of the array;
ontputs during the work of the systolic array.
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ponents in above-mentioned format, the main (lmn}el}
part of software tool SAS generates a programming code in C-++ language, which realizes

d ; ine code is constructed using the functions of MPI
the systolic algorithm. The wﬂg h — gm software environment. Finally, by exe-
gm?ﬁfsﬁ?c [5, 7] command, with the help of created programming s I clmEac Diskd

ing module is gEerstec. @ e work of the software tool SAS. First of al, it
is required to input the name of programming 5 of queries in interacti

array is described by means of queries in interactive
of program performance, the syﬂtollcm uentially the components to describe the systolic array

5 input
mmode, NDATS 1 o SRR B0 20 local variables are expressed by Loc.l,..., Loc.v, where

above-mentioned format. The ! r
i}n> 1. fv= {:nthnpmgram terminates its functioning. At t.l}lspaxt oft.l}epmgaij is
also required to input the types of local variables (each of the simple types in programming

language C).

Le.ft—an)dﬁght.-sidedoutputcanalaaredenotedasLout_l,...,LautJa.ndRmd-l.,...,
Rout.r, where | > 0 and r > 0, respectively. If2 = 0 (r = 0), then the cells have no left (right)
-gided output canals. If the condition =0 A r=0holds,thanthepro.gra.mt,e.rmwm
functioning. Depending on [, right-sided input canals are denoted as Rinl,...,Rinl, and
depending on r, left-sided input canals are denoted as Lin.l,...,Lin.r. ;

The external data required for functioning of the systolic array are given by nonempty
text file or files. Data files are expressed by variables Data_File_1,..., Data_File_f, where
fz0 Iff=0,thmnomnddatamneededﬁ:rﬂmcﬁ9ningofth_emsy. In this
paxtoftheprogram.fortheﬁlevarinblesitisalwrequiredto:.?pu_tphymcn]add.ressesof
corresponding files. For 1 < i < f, the variable Size_Data_File.i defines the length of
the file Data_Filei. The function Datum._File(Data_File i, indez) returns the indez-th
element of the file Data_Filei. Observe that indez > 0 and if Size_Data_File_i = 0, then
the file Data_File i is empty. The mentioned variables and the function are created by the
program.

If to describe the systolic array, variables are required, which can take new values, each
time the algorithm is executed, then the variables Arg.l,..., Arg.a, where a > 0 are used
to express such variables. In this part of the program, it is also required to input the types
of variables (int, char, string). If a = 0, then no such variables are used in the description of
the array, otherwise the user himself assigns values to those variables as program parameters
at the start of programming module.

The length of the systolic array is.defined by the variable Length. JEach cell is character-
ized by the variable cell, where cell = 0,..., Length — 1. The number of algorithm steps is
defined by the variable Steps_Number and each step is characterized by the variable step,
where step = 0,.. ., Steps_Number — 1. This information is shown to the user during the
performance of the program SAS. ;

To set values to the variables Length and Steps_Number SAS requires to assign a
correctly-constructed expression written in either of programming languages C or C++ to
each of these variables. Variables Size_Data_File_1,. .., Size_Data_File._f, Argl,..., Arga
may also be included in the expression.

At the next step it is required to describe the bodies of several functions using the
programming codes written in either of programming languages C or C++. All variables
and the function mentioned above can participate in those programming codes. Syntactic
analysis of input programming codes and above-mentioned expressions has been carried out

Upon receiving the required com
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with the help of mpiC'C command.

Below we'll give the list of names of functions that need to be described:

Compulations() - the work of each cell in the systolic array at each step is described:

Initialization() - the way of initialization of local variables in the systolic array is de-
scribed;

InputToFirstCell() - the way of inputting external data in the first array cell is described:

InputToLastCell() - the way of inputting external data in the last array cell is described;

Output FromArray() - outputs to standard Output during the work of the systolic array
is described.

This completes the description stage of the systolic algorithm. During the entry procedure
the user is allowed to edit and correct the description components of the systolic algorithm.
Errors of various types are detected at this stage and in case errors are found, a corresponding
message is sent and it is offered to reenter valid data. The user can terminate the work of
the program by inputting the symbol g.

The second stage of the software tool is performed without any participation of the user.
The whole input data is classified and recorded in & temporary file. Based on the contest
of this file, the functions mentioned above, the variables Length and Steps_Number are
declared and defined in programming language C++, as well as the programming code
describing the systolic algorithm at the input of the program is constructed also using
the same programming language. Naturally, the variables Length, Sieps_Number and
the functions Computations(), Imttalwatwn(). InputToFirstCell(), InputToLastCell(),
OutputFromArray() which can differ for various systolic arrays are used in the programming
code.

As a result of SAS execution, in um’s domain of the operating system Linux, a folder
having the same name with the programming module is created, which contains the pro-
gramming module and the readme.tzt file. In the mentioned text file, the user may find some
useful information on the programming module, on running of cluster-based programming
module, as well as on input data of the program. The software tool SAS has gone testing in
the eomputational cluster environment ArmCluster,

3 Experimental results

Window-accumulated subsequence matching (WASM) problem has been considered [6]. The
problem is: given sequences t;,1,...,t, and p;,pa,...,pr, and & natural number w, to
compule the number of w windows, where p is a subsequence of .

The one-dimensional systolic array that solves this problem consists of k cells and per-
forms n + k steps. The array was implemented by SAS and tested on 16 processors of the
computational cluster ArmCluster. For the fixed n, k and the fixed number of processors
ten tests were performed. The minimal result was chosen. For n = 107 and k = 10? the
obtained results are given in the diagram in Fig. 2.
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Fig 2. The results obtained after WASM problem performance for n = 10” and k = 10°

For n = 107 and k = 10* the obtained results are given in the diagram in Fig. 3.
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Fig 3. The results obtained after WASM problem performance for n = 107 and k = 104

Based on the diagrams the algorithm effectivity was estimated: *

=t—1m1,

t-p

where %, is the execution time of the algorithm on one processcr, 1, is the execution time of
the algorithm on p processors.
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Yquuwnbph dheunjwjpnd uhuwnnihy wignphpdGhph hpwlwbugliut
opwgnuwjhG qnpdhpwjhG dhengh SwuhG

E. U. Qunjpjml

Uiithnhmd

Upwlpjwd t SAS (Systolic Algorithm Simulator) dpugnuhG gnpdhpuihl dhengp, npp
dnnbpunjnpmud £ n bplwpoipymG mGkgnn Shwyunh vhuwnnihl quiquéh wzfuwmwbpp
m <€ n wpngbunpGbphg puniugwd hufwubn hopinquiwl uuunbph ypu: Bpogph
wfuwmnufiph wpnyatGpoud wnwgymd & Yjwunbph Upo wyfounnnn dpugpughG ooy, opp
Epblwnfr] Ybpuny £ oguugnpomul huwlwngh hwzynnuljwa nbunyuGhpp:



