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Abstract

[ntbismicluanewdmofmmﬂecﬁngmdummduviﬂmm
methodto:npumudmfor%\dhnbtﬁned,whid:jvumduwiththswd-
nality bigger then the known codes for other modulations.

Let X € {0,1,...,q—1}".

Aaammdtofmwminammmimionchmelmetumintovmx'
(X'e{O,l,..‘,q—l}")whoseatmostteomponudiﬁerﬁomthempmdingmmpo-
nents of X either by -+1 or 1. Let we are also given the vectar T (X') (T (X') € {0,1,-1}")
together with the vector X'. Besides we also know that the residue of the ith components of
X'nndXiuequaltatheithmmponenlofT(X’)or(](i=1-,§).

Here the signs @& and & denote the following operations:

i6j=(i—j) modg—1 for Vi, j, except the case wheni=0, j=1lend081=0;

i®j = (i+j) modg—1 for Vi, j except the case when i = ¢—1, 7 =1 and
g—-1@l=q-1

We’llcaﬁthemtorT(X')tobethepmbnblemrwdorofﬂwmtorx.

Definition 1. We’'ll call code L of length n over the q alphabet that corrects no more
than (£1)t ervors, when for each received vector its probable error vector is known, as the
code correcting (+1)t probable errors.

We'll denote the cardinality of code L by M (n, g,t).

In this paper we'll give a method to construct codes correcting (1)t most probable
errors, using ¢ error-correcting binary codes.

Let X € {0,1,...,qg = 1}".

Definition 2. We call the vector r (X) to be the vector of evenness and oddness of X,
if its ith component (i = T;7) is 0 when the ith component of X is even and is 1 when it is
odd.

Let L be a code correcting (+1) ¢ probable errors.

Lemma. From the vectors X 'and r (X) (X € L) we can obtain the vector X.

Proof. It follows from the definition of the code L that the vector T (X") is also known
to us.
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Letldmote:hntmﬁmwhweithwmpment (i=1._n)isequa.lwtheahsoluteva.lue
ulus? of the residue of the ith components of r (X’) and r (X). Note that the ith
component .'=1,_“n) of 1 is equal to 0 if no error has occurred and to 1 if an error has

occurred in channel. ‘
Andletmdmtetha:vect.orwhoseit.hoomponant (:‘=1._ﬁ) is equal to the product of

t.heitheomponmtﬂoflandT(X').
By definition of T (X') we have
X=X -m.

LetheahimryoodeoflengthnmdminimmnHammingdiatmced. Let A; (n, d)
denote cardinality of the code.
Now we'll construct the following code (denote it by " ).

Code construction. For any X (X € {0,1,...,9-1}"), X €T, ifr(X)eC.
Note that the cardinality of the code is A3 (n, d) - ()" for even g.
Let's ¢ denoted — 1.

Theorem.Code T' is a code correcting (£1)¢ probable errors.

Proof. Suppose as & result of an error in the communication channel vector X (X €T)
has turned into vector X'. Since C is & code correcting at most ¢ errors and by the con-
struction of T’ we have that r (X) € C, then we can obtain the vector r (X) from the vector
v’ (X). Hence, using the Lemma we may obtain the vector X from the vectors X', r (X)

ok b

given by this method could be represented in a systematic form. And since the
general case depends on the choice of C' we'll illustrate this representation method by an
example. It could also be generalized to all cases.

Ezample. Let n =16, g=32.

We’ll take the code obtained by adding over-all parity check to Hamming code of length
15 as the binary code. Let Cp denote this code and Aj (16, 4) = 2'! denote cardinality of
the code. Using the method mentioned above we'll construct code I'y with the cardinality

16
M(16, 32, 3) = (%) 211 = 325,

It follows from the Theorem that this is a code correcting (1) 3 probable errors.

Further we'll represent this code in a systematical form.

We'll establish a one-to-one correspondence between 32'® vectors of code I'y and vectors
of the set {0,1,...,31}"® of the same number.

First, we'll split the set of 2! binary vectors of length n = 15 into 16 non-
/disjoint?? classes of vectors in the following form ((N [0],N[1],... /N [16]) denotes these
classes of vectors):

[ﬁﬁf=(£1,lg,-..,lu) baanarbitrary binaryvect-or.

lEN[O}iff=(l;,h,....£15.£)ECg, e=0orl;
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lE N(O] lﬂdfe € Niﬂp i=m| ifr’ (ll'kt"'tl'-lll;|l‘+lt“‘|lulc) ecﬂ! e=0
or 1.
There will be 2'vectors (since there are 2 vectors in Cp) in each class.

Further we'll show that these classes of vectors are non-intersecting.

Nwmppoa&thewnua.rytha:Lhueeﬂstamﬁ(ll,lg,....lu)himymmm

Casel. I° € N[0] and I° € N[K] for any k, k = T,15. This implies that the vectors
f[h.lg,....lu.qj and {5 (lhﬁ,...,l;‘...,lu,tg) {s;:£,==0m'1)belongtoeudacu. which
is & contradiction, since the minimal Hamming distence of code Cp is 4 (d = 4).

Case 2. I € Ni] and I° € N[j] for any iand j, i j, (i,j=T.15). This implies
that the vectors [ = (h.lz,---.L-.hr;ﬁ-»l’--ufu.tl) and
l”=(l.,t,,..,,!,_l,f;,l,“,...,!15,51) (£1;52 = 0 orl) belong to code Cp,which is a contra-
diction since the minimal Hamming distance of code Cy is 4 (d = 4) .

This contradiction proves our assertion that these classes of vectors are non-intersecting.

Let X be an arbitrary vector X € {0,1,...,31}*® (X = (X3,...%1)).

Now we'll eonsider the vector r(X) (r(X) = (r1,...,71s))-

Casel. r(X) € N[0] . This implies that the vector r' (X) = (ry,73,...,715,6) € Go
(e = 0 orl) . For this case let vector

Y = (X1, Xz,...,X15,€)

correspond to vector X. Vector Y belongs to code I'p by the construction of T.

Case 2. r(z) € N for any i, i = T,T5 . This implies that the vector r' (X) =
(r3,72y+ -y Tie1s T Tis1y - - - T15,€) € Cp (2= 0 orl) . For this case let vector

Y= (xlnxﬂ:' .. lX(—lin ] 1|Xi+1,- ..Xm.2i+z}

correspond to vector X. Vector ¥ belongs to code Iy by the construction of I'o.

NWMY“{YI‘YE"-HHM.Y“}'

If Yig = 2i + £ (e =0 orl), then we may bring the vector
X = (Y, Y., %1,Y01,Yu,....Yis) X € {0,1,...,31}"" in correspondence with
vector Y.

Remark. Here the signs @ and © denote the following operations:

iGl=i+1 1=0,30

N l=0

i0l=i-1 i=031"

0e1=31



