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Abstract

We study the reliability criterion in the concept of source divisibility named also
successive refinement of information. Messages of a source must be coded for trans-
mission to receiver with distortion not exceeding A; with error probability exponent
(relisbility) E;, and then, using an auxiliary information, restated with a more precise
distartion Az < A; with error probability exponent E; > E;. Let R(E,A) be rate-
reliability-distortion function and R’ be the rate of the additional encoding. Successive
refinement of information (or divisibility of source) with reliability requirement from
(Ey, A1) to (B3, Ag) is possible provided that R(E3, Ag) = R(Ey, Ay) + R.

We present a condition necessary and sufficient for the successive refinement with
given reliability E, = B3 = E.

1 Introduction

The concept of source divisibility was introduced by Koshelev [1]-[3] as a criterion of efficiency
for source coding multilevel system. The same concept was independently redefined by
Equitz and Cover in [5] and named “successive refinement of information”. The idea is to
achieve the rate-distortion limit at each level of successively more precise transmission. We
mnsidaammemctﬁumﬂaﬁonofthepmblmiuthesimplemofmlevah.

Assume that we transmit information to two users, the requirement of the first on dis-
tortion is no larger than A; and demand of the second user is more accurate: Ay <Ay Ttis
well known from rate-distortion theory that the value R(A,;) of the rate-distortion function
i3 the minimal satisfactory transmission rate at the first destination. Adding an information
of a rate R’ addressed to the second user the fidelity can be made more precise providing
no larger distortion than Aj. It is interesting to know when it is possible to do so that
R(A) + R = R(A;). The answer to this question is given in the works of Koshelev [1)-[4],
and of Equitz and Cover [5]. Koshelev argued that Markov condtion for random variables
(memmmemmmmmdmmmmmm&dim@mmmm
dmcymdalmnwemityofthemdiﬁmmgtablhhedinthapapaufmtzmdcam
|5]. An other proof of the result and an interpretation of Markov condition are given in the
work of Rimoldi [6].
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analogy ith the characterization of successive refinement with the help of the rate-

mgﬁmmzwwﬁmmdmmmmmm(m m
general condition neccessary and sufficient for possibility of succes-

i mﬁnunmtwithrdhhﬂiqyreqlﬂmmt. .
mmdmumofthemmdmgqmmdaptdhﬁnuymhmgimmm
2md3,hmﬁm4thsmmdeﬂniﬁonnfthamm:eﬂnmmtmdhucﬁon5m

mult('l‘hemans)nndihpmofuepmaentad-

2 The communication system

bability distribution (PD)ofmmsgmofthadiuatemanmylmscm(DMB)
f{‘.;t}ﬂ;?gx?tedpht{betXisP'={P'{zj,zex}. Reproduction alphabets of two receivers
mdinglymxlmdx’mdthempondingdngl&letmmmmmm

di: X x X* = [0;00), k=1,2.

Distortions dy(x,x*) (k = 1,2) between a source N-length message x and its reproducted
versions x* are considered as averages of per-letter distortions.

R 1
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Fig. 1. Two-level communication system.
A code (f, F) = (f1, fa, Fi, F») for the system conaists of two encoders:
fi: XN = {1,2,.., Li(VN)}, k=1,2,

and two decoders:
F: {1,2,...,L1(N)} 5 (xl)ﬂ'

Fy:{1,2,.., [1(N)} x {1,2, .., L3(N)} = (&*).
Let’s consider the following sets:
A = {x € &Y : R(fi(x)) =x,d"(x,x') < A},
AQ - {X € el ﬂ(fl(x)hfﬂ{xn - xz! dﬂ(xlxz] < Aﬂ}
The probability of error (for a code (f, F)) at each destination is
ei(lenAbN] =1- P‘(-Ai)a k= 1;2-

Let E = (B, ), A = (Ay,A;). We say that (By, Rg) (Re > 0,k = 1,2) is a (E, A)-
achievable pair of rates for Ex > 0, Ay > 0, k= 1,2, if for every € > 0 and sufficiently large
N there exists a code (f, F), such that

1
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Gk(.f-F.AhN) SW{-N&}.k- 1,2..
E, (k = 1,2) are called reliabilities. Let’s denote the set of (E, A)-achievable rates for the

system by R(E, A).
Let P = {P(z),z € X} be & PD on X and

Q=1{Q(z",7|z), z€ X, & € X%, k=1,2}
be & conditional PD on X* x X2, Denote by D(P || P*) the divergence between PD P and

P
D(P| P)= );p(zm;i%.

And let
G(Eg}ﬁ{P:D{P " P.JSEE}l k=1t2-

In this article we shall consider the case of equal reliabilities, i.e. E; = B3 = E.
Consider a function ®(P,E, A), values of which are conditional PD Q corresponding to
a PD P such that for a given A if P € o E) then Epgdy(X, X*) < A, k=1,2.
Let M(P,E, A) be the collection of all such functions ®(P,E, A) for given E, A and P.

3 Achievable rates region

In the paper of Maroutian [8] the region R(E, A) in the case of E; > E; is found. In Theorem
1 we describe it for the case E; = E3 = E for the formulation of our result (Theorem 8).

Let
X 3 : Q(z},7? | z)
IraXAX'\ XY = 3 P2 |28 = poa6T 2 T2

be the Shannon mutual information between RVs X and X*, X? defined by PDs P and Q.
The separate informations Ipq(X A X*), k = 1,2, between the RVs X and X* are defined
gimilarly using the marginal distributions Q(z* | z):

Z Q("!:‘Iz)-Q{z‘lIJv J‘!k=1|2'

=, jk
Theorem 1. Forevery 0 < By =E;=Eand 0 < A3 < 4y
R(E,A)= (] U {(Ry, Ry) : By 2 Ips(pma)(X AXY),

Pea(E) $(PE,A)EM(PE,A)
Ry + Ry = Ipspma)(X A X' X7)}.

4 Successive refinement with reliability

Denote by R(Ej, Ax) the rate-reliability-distortion functions for each level of requirements of
users on reliability Ej and distortion Ay, And let R(Ay) be the corresponding rate-distortion
functions (k = 1,2). It is known [7] that

= i k
(B Or) =  BEE | ereitnga, PAX A XD, )
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and [9] . RO =, B, . Ipq(X AX®), k=1,2 (2

Definition. We say that successive refinement from (B}, Ay) to (B3, Ag), for A, > A,

ms,,gg‘(‘t;rmdivim'biﬁw)ispwﬁbleﬂ'thapakofmm
(R(E'h AI’IR(‘Ell Aﬂ) = R(El: Aln

i )-achievable for the considered multilevel system.
mal?;ﬁummﬁomthemltufmumd&vuwbeﬁ:mhmdnfnnm:

Theorem 2 (Equitz and Cover [5]). For the DMS with distribution P* and distortion
conditional probability @, such that

R(Ay) = Ip-o(X AX?), Ep-qd(X,X") < Ay,

R(A!} "IP'.Q{XAX’)I EP".Qd(xtxa) <A,
and X, X2, X" form a Markov chain in that order.

5 The condition and proof

Theorem 3. For the DMS {X} with generic distribution P* and distortion measures

di = dy = d the pair (R(E, A1), R(E, As) — R(E, A,)) is (E, A)-achievable iff there exist

pairs of PDs P, € a(E),Q: € M(R,E, A) and B; € oE), Q2 € M(P;, E, A), such that
R(E,Ay) =Inq, (X AXT),

R(E!ASJ“IR.QI(XAXE):
deVX,F,X‘fwmaMvacﬂlﬁnx;}qX’—»XI,whmxaistheRVXWiththe
distribution P,.

Corollary. In the case when the users requirements on the reliability are not present
the result of Equitz and Cover (Theorem 2) formulated above follows from Theorem 3 by
E—0.

Proof of Theorem 3.

Necessity. Assume that the pair

(R(E,b1), R(E, As) — R(E, Ay))

is (E, A)-achievable for the system. It follows from Theorem 1 that for each P € a(E) and
every Q € M(P,E, A) next two inequalities are valid:

R(E, 4y) 2 IP.Q{x A Xl)l (3)

R(E, A1) + R(E, Ag) — R(E, Ay) > Ing(X A X'XP). @

mmitfnﬂmﬁum(a)and(l)thntﬂhmeﬁstaapairofdlshibnﬁmﬁ € a(E) and
corresponding @Q; € M(P,, B, A) such that

R(E,Ay) = In o, (X A XY).
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From (4) we have for each P € a(E) and for every Q € M(P,E,A):
R(E, Ag) 2 Ipg(X A X'X%) > Ipg(X A X?),
then among these distribitions there exist such P, Q; that
R(E,Ag) > Inga(X A X*X?) > Inga(X A X?) = R(E, As).
This yields
Inga(X AX'X?) = Inq)(X A XP),

which is equivalent to Xp — X? — X* the Markovian condition for RVs X, X? and X*.
The proof of the necessity is complete.

Sufficiency. Let P, € «(E), @, € M(P,E,A) and P, € ofE), Q2 € M(P,,E, A) be
such PDs that

R(E,0) = Ing(X A XY), ()
R(E, &) = Ipgi(X A X?), (6

and
Xp — X = X' ™

We have to prove that then the pair of rates (R(E,A;), R(E, Aq) — R(E,Ay)) is (E,A)-

achievable.
Taking into account (1), the Markovian condition (7), the equality (6) can be rewritten

as follows
R(E,Az) = Ip g, (X A X’) = IEIQI(XAXIX’) =

= max min Ipg(X A X'X?) >

PPCSE) QErqda(X, X3S0, Xp—XimX T QX AXX) 2

> max min Ipg(X A X*X?).
P-PealE) Q:EpqdalX.X1)<As,

The assumption (5) and the last inequality allow to conclude that
(R[EiAl)lR(El AB) e R(E, AI)) € R(EI A)

The proof of the sufficiency and the theorem is complete.

Remarks. We are sure that Theorem 3 can be strengthen for the case of different
reliabilities, i.e. £ # E3, by proving a relevant (when Ey < E) result for rates-reliabilities-
diat.ortionumgim(Thmmﬂ),inothermdsbygmdizinshharmﬂtofMamm[B].

In the work of Equitz and Cover [5] various examples of successively refinable sources are
presented. It is natural to establish the possibility of successive refinement under reliability
criterion also by construction of an example.

We aimed to clarify these questions in the future investigations.
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