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Abstract
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data streams at the rates R, Ra,
dmdrmmdmmavaﬂnﬂe.basadontw:hammmmstbem

within the given distortion threshold A, and error probability with exponent E,. An
inner bound for the region of {El,Eg,E;,Al,An.Aa)-ndﬁmble rates triplets R(E, A)
is found. WithE,—.D,r=T.'3:wereoaivetheinnarboundofmtas-distortiom region

R(A).

1 Introduction

In the string of works [1]-[7] the multiple description problem is sequently contributed. How-
ever, as yet the whole rates-distortions achievable region for a simple two-description problem
of El Gamal and Cover [2] remains uncertain. In [2] the existence of an achievable region is
described. A direct generalization of that problem and a special case of Zhang and Berger
[6] 3-diversity problem corresponds to the communication system in Fig. 1. Our goal is
determination of an (E, A)-achievable rates region for that configuration.

Fig. 1. Three-descriptions configuration with diversity decodings.
The dlﬁﬁculty of the problem in general forced researchers to introduce some restrictions-so
called "without excess rate ", "excess rate”, "without marginal rate” cases [3], [5]
[6], [7]. We do not put such assumptions for the system exhibited in Fig. 1. Gk
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The: system under the consideration has three encoders, which generate three descriptions
of n-sequence messages of the source. The first decoder receives only one of the descriptions,
the second - two descriptions, and the third decoder is aware of all three descriptions. Every
decoder must recover the vector of source messages within the given distortion threshold and
with error probability smaller than permits the given exponent.

Discrete stationary source {X} without memory is defined by finite alphabet X and
generic probability P* = {P* (z),z € X} . I-lm'?e, the probability of a source message vector
X=f::;,.,,,z,,}Eﬂ.'”oflanﬂ-hﬂiﬂp"(x)=igl.P'(x;).

Let X!, X2, X* be finite sets, serving es reconstruction alphabets at each of the decoders,
respectively, The encoding and decoding mappings are
fr AT — {1:21 ---,Lr{ﬂ}}| r =I—n-s|
F:{1,2,...L(n)} — X",
F: {1, M (ﬂ)} x {1,2,...,.!51 {n)} — Xh,

- F3:{1,2,...,L (n)} x {1,2, ..., La(n)} x {1,2,..., L3 (n)} — X",
The single letter distortion measures are defined by d, : X x X™ — [0;00),
and averaged over length n

d, (x,x)=n") d(z;, zj), r=1.3.
i=1
The probabilities of exceeding given distortion levels A, are
ey = Pr{d;(x, Fi(f1(x))) 2A:1},

&= Pl'{dzfxa Fﬁ{fl [x):fﬂ(x)n ZAR}u
ey = Pr{ds(x, F3(fi(x).fa(x),f3(x))) 2As}.

If denote
A = {x:FA(fi(x) =x',d, (x.xl) <A},
Ag = {x :F3(f1(x).fa(x)) = x*, dp (%,%%) < As},
‘43 = {x :ﬁ(fl(x)lfzfol fs(x)) - xa,dg (x,x’) < A:},
then

e =1-P"(4), r=T3.

For fixed E, > 0, A, = 0 a triplet (R, Ry, R3), R, 2 0, is a triplet of (E, A)-achievable rates
(E= (Eh&:ES): A= {A;,Ag,As)). iffﬂfe“‘-fy €> 0 and ﬂZﬂu(ﬂEﬂﬁ) there exists a
(fhf?lfﬂ!FhFﬂsFa)={faF) code, such that

e < exP{“"Er};

n'logL.(n) < R +¢ r=1.3.

Let R (A) be the rate-distortion function for Fig. 1. Denote the set of all triplets of (E, A)-
achievable rates R (E, A) and call it "rates-reliabilities-distortions region” of our configura-
tion.
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When E, — 0, the region R (B, ) becomes the rates-distortions region R (A).

92 The Result

Let P = {P(z),x € X} be a probability
Q={Q(z‘,z’,z" |z)z€X T EX, T= 1.3}

distribution (PD) on X and

be & conditional PD on Cartesian product X x X% x X2,
Introduce the following sets

o(E,)={P: D(P || P") < B}, r=T13,

where D(P || P*) is divergence, which are the collections of the higher probability messages
types of the source for each Ey. For simplicity and originality we assume that E; > B, 2 Ej,
euch that due to the convexity of set a(E) for any E, a(E;) 2 a(E;) 2 a(E3). In the other
cases the exhibition of an achievable rates region is similar to the region given below.

cach P gives a conditional PD Q , such that if D(P |

Let ®(P) is a function that to
P*) < E,, then
Epapyd- (X, X")= Y, P(2) Q(z', 2%, * | 2)d; (z,27) < A,, r=T1.3. Q)

mz! 292t
We denote the collection of all such & by M(E, A). For any ® € M(E,A) define
R(B,A,®) = {(Ry, Ra, Bs) :
Ry > maXpea(s) Ipa(p) (X A X7),
Ry + Ry > maxpeasy Inse (X A X, X2), o
Ry + Ry + Ry > maxpea(ss) Ipo(p) (X A X, X2, X%}

REAN= | READ). 3
PeM(E Q)

Qur aim is to prove the following
Theorem 1: For every E,. > 0,A, > 0,(r=1.3),

R(E,A) C R(E,A). (4)
Theorem 1 has the following important consequence. With E, —0,r =13
R(E,A) - R(A),

because all expressions are continuous with respect to E.. We obtain

e e e e e B . Bl | Fogg =
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Theorem 2: For every A, >0 (r=T1.3),
R(A) > R(A) = Usemay{(R1, Rz, Rs) :
Ry 2 Ip- o) (X A X)), ‘
R+ By 2 Ipm ooy (X A X3, X7, o
Ry + Ry + Rs 2 Ip g(pr) (X A X, X2, X3)}.

Corollary: For the case when the third decoder is absent from Theorem 1 we receive
the result of [8], and with E, — 0 (r = 1,2) the result of Gray and Wyner [1].

3 Proof of Theorem 1

Therﬁ;oofof Thearem] is based on the following lemma about & covering of a type P from

(8],
Lemma: For any € > 0, types P,Q, for sufficiently large n a covering {Zpq(X | x7),

3 =1,J(P,Q)} for Tp(X) exists with
J(P,Q) = exp{n(lpq(X AX") +¢€)}, r=T3.
Morcover, every Tpg(X | x}) may be covered by
{Trg(X | X},%4), k=1, K(P,Q)},

where K(P,Q) = exp{n(Ipg(X A X* | X")+£)}, 5 # 1, s = T;3. Analogically, {Tpq(X |
X5, Xh, X4), m = 1, M(P, Q)} covers & Tng(X | xj,x}) with

M(P,Q) = exp{n(Ipq(X AX* | X", X*) + &)}, t £ s, t=T03.

In the first part. of the proof of the lemma the method of random selection 8], [9] is employed.
The second part is & consequence of the first part.

Before describing the encoding and decoding schemes, note that ™ is a union of vectors
with disjoint types. For every P let us choose a conditional type Q = 9(P), such that
® € M(E,A), ie. (1). According to the lemma we construct a covering for Tp(X) with
disjoint elements

Ci(P,Q) =Tpar)(X | x5\ U Tre@e(X | x};)n 7 =1,5(PQ),
A<
A(P,Q) = exp{n(Ipg(X A X*) +¢)}.
It is clear that

A(PQ)
Tp(X) = ,ﬁUI Cy(P,Q).

For each P € a(E;) N a(E,), let a covering for C;, (P, Q) be

Ciui(P, Q) = Cu(P, Q)W Trecry(X | x4, x4\ U Toan(x 13,551,
2<%
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ja= 1, 7(P,Q) and J2(P,Q) = exp{n(Ipa(X A X2 | X" +e)})
Similarly for each P € a(E) Na(E2) Nna(Es) & Cjy.a (P, Q) we cover by
Cprins (P Q) = Ci1a(PQ) M Trew) (X | Xhs Xas K\
U TP,@(P){X I x}1| x?.tx:‘;}}l Jls - 1: JSIP.Qj
Ja<ds

and consequently Js(P, Q)
Notethatthemmdingofthemassaseﬁm

o J BOONE L PrERX)S
PgalErte) Pga(E-+e)

= exp{n(Ira(X A X | X1, X% +e)}
ith P ¢ a(B), T = 1,3 can be omitted, because

< (n+ )™ exp{-n(,, min, , D(P | P} <
< exp{—n(B, + |¥|log(n+1) +€} "= 0.

Now define the_mooding and decoding rules.

Encoding: All messages from C; (P, Q) fi encodes by j1, when P € a(E;). Since the
first encoder helps the other decoders and the second encoder helps only to the third decoder,
therefore 7 :

f!(x) =ja, X Ecjlds(PvQ)! Pe G{E") n a(‘&}v
f5(x) = Ja, X €Cirjnia(P. Q) P € a(Ey) Na(By) N a(Es).

Decoding: F, are converse mappings of corresponding fr, i.e.

Fl{j‘l) = x};! F‘l(jl:jﬂ) — x?g! Fs(jlljﬂsjﬁ) - x;g'

Distoriiion: Show that- the distortion constraints are satisfied for these encoding and
reconstruction rules, If X €Cj; ja s (P, @) for any ji, ja, js, then from (1)

G FAE) =7 Y diEnTh) =
=1
=01 Y n(z,z' | x,x},)di(z2") =
=zl

= ¥ PR, | 2)d(s, z') < A
ozl 2
Similarly,
da(x, Fa(f1(x), fa(x))) < Ba,
da(x, Fs(f1(%), f2(%),fa(x))) < As.
The number of used symbols in encoding are estimated as (for fixed P)

Ly(n) = exp{n(Ipg(X A X") +€)},
Ly(n)La(n) = exp{n(Ipq(X A X") + Ipg(X A X* | X") +2¢)},

— e
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Li(n)La(n)La(n) = exp{n(Ipg(X A X*) + Ipq(X A X? | X1)+
+Ipg(X A X? | X1, X?) + 3€)}.
The worst types among the P € a(E, +¢), r = 1,3, determine corresponding bounds of
rates in above references. It means to put

\ 1
Ly(n) = exp{n( P Ipg(X A X*) +€)},

Ly(n)La(n) 2 exp{n(, max  Ipq(X A X', X*)+2€)}, (6)
Li(n)La(n)La(n) 2 exp{n(, max  Irg(X A X", X% X°) + 3¢)}

and all demands on distortion and reliability will be satisfied. Taking into account the
arbitrarity of ¢ and the function ®(P), and the continuity of information theoretic expressions
in right sides of (6), we have (2), and therefore (3).
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