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1. I n t r o d u c t io n

Let N , Z  and R  denote the sets o f a ll naturals numbers, integers and real numbers, 

respectively. For any a, ծ € Z w ith  a < b , define Z (a) =  {a , a +  1, • • • }  and Z(a, b) =  

{a , a +  1, • • • , b }. The symbol *  w ill denote the transpose o f a vector.

Recently, the theory o f nonlinear difference equations has been widely used to 

study discrete models appearing in  many fields, such as computer science, economics, 

neural networks, ecology, cybernetics, etc. For the general background o f difference 

equations, we refer to  monograph [1]. The past twenty years, there has been much 

progress on the qualitative properties o f difference equations, which includes results 

on s tab ility  and a ttrac tiv ity  and results on oscillation and other topics (see, [2-8 , 1 2 ,

13, 15, 17, 18). Therefore, it  is worthwhile to explore this topic.
The present paper considers the following second-order nonlinear difference equation 

containing both advance and retardation:

(1.1) Д  (p n (A u n -i)*) +  f{n , Աո+м , Աո, Աո-м )  =  0, n e Z ,
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where A  is the forward difference operator Ди„ =  un+ i — Աո- A 2«n =  Д (Д и„), 5 > 0 
is the ratio of odd positive integers, {p „} is a sequence of real numbers, M  is a given 
nonnegative integer, /  € C(Z x R3, R), T  is a given natural, pn+ r =  Pn > 0. and 
f(n  +  T.Vl,V2 ,V3) =  f(n ,V i,V 2 ,V3).

Note that the equation (1.1) can be considered as a discrete analogue of a special 
case of the following second-order nonlinear functional differential equation with 
retarded and advanced arguments

(1.2) № v W t  +  +  M ),u (t),u (t I M )) =  0 , ( 6 R .

The equation (1.2) includes the following equation

( p ( i M u ' ) ) '  +  / ( i , u ( 0 )  =  0, t €  R ,

which appears in the study of fluid dynamics, combustion theory, gas diffusion through 
porous media, thermal self-ignition of a chemically active mixture of gases in a vessel, 
catalysis theory, chemically reacting systems, and adiabatic reactor (see, |9|).

Note also that equations similar in structure to (1.2) arise in the study of periodic 
solutions and homoclinic orbits of functional differential equations (see, [1 0 , 11 ]).

Yu, Shi and Guo [18] have studied the question of existence of homoclinic orbits 
for the following second-order difference equation

(1-3) Lun -  UUn =  f{n . Un+M ,U n , U n -M )

containing both advance and retardation.
I f  <5 =  1 and f(n,U n+м ,ип,и п~м) =  », the equation (1.1) becomes

С1-4) Д  (pn A un -i) +  9n«n =  o,

which has been extensively investigated by many authors (see [1] and references 
therein), for results on oscillation, asymptotic behavior, boundary value problems, 
disconjugacy and disfocality.

I f  / (n, Աո+м, un, Աո-м ) =  9n«n> 71 € Z(0), the equation (1.1) reduces to the 
following equation

(1-5) Д  (p^A u n -,)*) +  ցոՀ  =  0,

which has been studied in [1 , 18] for results on oscillation, asymptotic behavior and 
the existence of positive solutions.

In the case where /(n ,ип+м, Աո, Աո-м ) =  ЧпЯІЦп) +  r „ ,  the equation (1.1) has 
been considered in [15] for oscillatory properties of its all solutions.
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Cai, Yu and Guo ((2), Theorem 3.1), assuming that 0 > 6  + 1, have obtained some 
sufficient conditions for the existence of periodic solutions of the following nonlinear 
difference equation

(1-6) A  (p „(A u „_ i)5) +  /(n , tin) =  0, n 6  Z.

Moreover, to our best knowledge, (2] is the only paper which deals with the problem 
of periodic solutions to second-order difference equation (1.6). When 0 < 6 + 1, can 
we s till find the periodic solutions of (1.6 )?

By using various methods and techniques, such as Schauder fixed point theorem, 
the cone theoretic fixed point theorem, the method of upper and lower solutions, 
coincidence degree theory, a number of existence results of nontrivial solutions for 
differential equations have been obtained in (11 ].

Another important tool that was used to deal with problems concerning differential 
equations is the critical point theory (see, (10, 14, 16]). Because of applications 
in many areas for difference equations (see. e.g., (1]), recently a few authors have 
gradually paid attention to apply the critical point theory to deal with periodic 
solutions of discrete systems (see [3, 12, 13, 17]).

For instance, in (12,13] Guo and Yu have studied the existence of periodic solutions 
of second-order nonlinear difference equations by using the critical point theory. 
However, to the best of our knowledge, when 6 փ 1 the results on periodic solutions 
of second-order nonlinear difference equation (1.1) are very scarce in the literature 
(see (2 ]), because there are only few known methods to establish the existence of 
periodic solutions of discrete systems. Furthermore, since /  in equation (1.1) depends 
on Աո+м and ип-м , the traditional methods used in (12, 13, 17] are inapplicable in 
our case.

The motivation for the present paper stems from the recent papers (3, 4, 11], and 
the main purpose is to give some sufficient conditions for the existence of periodic 
solutions for second-order nonlinear difference equations containing both advance and 
retardation. The basic approaches used in the paper are variational techniques and 
the Saddle Point Theorem. For basic knowledge of variational methods, the reader is 

referred to (14, 16].
The obtained results generalize and complement the existing results in the literature 

|2]. The details are given in Remark 1.4 below.
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Let

p =  min {pn}, p =  max {pn}- 
֊  n e Z ( l ,r )  n€Z( 1,7՜)

Now we are in position to state tbe main results of this paper.

Theorem  1.1. Assume that the following conditions are satisfied:
(F j) there exists a functional F (n , t»i, սշ) € C *(Z  x Д2, R ) such that

F (n  +  T ,v i,v շ) =  F (n ,v  ւ,է>շ), 

9Р (п ֊М ,«2 ,1 )3) , OF(n,vltv3) ............л.--------5----------+ ----- հ-------  f(n ,v  i,v2,v3),
ay շ at>2

(F2) there exists a constant Mo >  0 such that fo r a ll (n ,v i ,u 2) € Z  x R

L1ANWU YANG, YUANBIAO ZHANG, SHAOLIANG YUAN, HAIPING SHI

dF(n, V1, է/շ)
&V\

dF{n,v\,V 2)
duo

< Mo;<  M 0, 

( F 3 )  F(n, «չ, սշ) —> + 0 0  uniformly fo r n € Z  as հ/vJ  +  ւ>շ - 4  +oo.

Then fo r any natural integer m equation (1.1) has at least one mT-periodic solution.

R em ark 1.1. The condition (F2) implies that there exists a constant M i >  0 such 

that

(F ft |F (n ,fb U2)| <  M i +  M o(|ui| +  խ շ|), V (n ,v,,u2) G Z x R 2.

Theorem  1.2. Assume that (F \) and the following conditions are satisfied:

(F t) there exist constants R1 >  0 and a, 1 <  a  <  2 яисЛ </га< fo r n € Z  and

V W + Ц  ^  Ri>
„  _ d F (n ,ս ւ,ս շ )  , aF(n,w,,W 2) ^  a /c . , XK1/ Հ
о < — j j ; — ». + — ^ — «2 < j(< + i ) F ( n ,  ».,«>);

( F 5 )  there exist constants a j >  0, օ շ  >  0 and 7 , 1 <  7  <  a  such that 

(  / " ՛  \F (n ,ւ»ւ,«շ) > в і I y w i+ t / | J  ֊ օ շ ,  ( ո ,ս ւ ,ս շ )  € Z x  Я2.

Then fo r any given natural m equation (1.1) has at least one mT-periodic solution.

R em ark 1.2. The condition (F t) implies that for each n € Z there exist constants 
аз >  0  and 0 4  >  0  such that

(F4 ) F (n ,v i,t»2) <  а3 ( \ / vi  +  vi )  1 + 0 4 » (ո ,« ւ,« շ) e Z X R 2.

R em ark 1.3. The results o f Theorems 1.1 and 1.2 ensure that equation (1.1) has 
at least one mT-periodic solution. However, in some cases, we are interested in  the 
existence o f nontrivial periodic solutions for (1 .1).

The next two theorems contain sufficient couditious for existence o f nontrivial periodic
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solutions for equation (1 .1).

Theorem  1.3. Assume that (Ր լ) and the following conditions are satisfied:
(FaI F (n , 0,0) =  0 fo r a ll n € Z;

(F j) there exists a constant a, 1 <  a < 2 such that fo r n G Z,
d F (n ,v  I, « շ)  d F ln .v i.vo ) a , ,  ___
------H i------ Ѵі + ------ дѵ2------V2 ~  (wi.wa) #  0 ;

(Fa) there exist constants as >  0  and 7 , 1 < 7  <  a such that

I  I--------- \  ?(*+!)
Р ( п , Щ , ѵ 2)  >  a5 [  \ J v \  +  u |  J . ( ո , ս 1, ս շ )  G Z x  R 2 .

Then fo r any given natural m equation (1.1) has at least one nontrivial mT-periodic 

solution.

Theorem  1.4. Assume that the conditions (F i) — (F3 ) and (Fq) hold, and also 

(Fg) there exist constants ae >  0 and Ѳ, 0 <  Ѳ <  2 such that

(  է— i  Й ІІІ 
F (n ՝V i,V 2 ) >  aG ( y jv l +  w| I , (n ,v i,v 2 ) G Z  x R  .

Then fo r any given natural m equation (1.1) has at least one nontrivial mT-periodic 

solution.

R em ark 1.4. For M  — 0, the equation (1.1) reduces to (1.6). In the case where 
/3 >  6 +  1, Cai and Yu (see [2], Theorem 3.2), have obtained some criteria for the 

existence of periodic solutions o f (1.6). When 0 < 6 +  1, we s till can find periodic 

solutions o f (1.6), and hence, Theorems 1.3 and 1.4 generalize and complement the 

existing results.

The rest o f the paper is organized as follows. In Section 2, we establish the 
variational framework associated w ith equation (1 .1) and transfer the problem of 

existence o f periodic solutions of (1 .1) into that of existence of critical points of the 

corresponding functional. Some related fundamental results are also recalled. Section

3 contains the proofs o f the main results by using the critical point method. Finally, 

in Section 4, we give two examples to illustrate the main results.

2. V a r ia t io n a l  s t r u c t u r e  a n d  s o m e  l e m m a s

In order to apply the critica l point theory, we first establish the corresponding variati­
onal framework for equation (1 .1) and give some lemmas, which w ill be used to prove 

our main results. We start by some basic notation.
75



Let S be the set of sequences u =  (• ■ ■ ,u ֊„ , ••• , u _ i,uo ,u i, • • • ,u „, ■••) =  {un}n^-oc> 
that is,

§  =  {{« n )K  € R. n € Z}.

For any «, V e S and a, b € R, au + bv is defined to be 

au + bv =  {mi,, +  btinJn^-oo-

Then S becomes a vector space.
For any given naturals rn and T, by Ет т  we denote the subspace of S defined by

EmT =  {u € 5 |u„+mr  =  un, for any n € Z}.

It is clear that Ет т  is isomorphic to R  . The subspace Е,пт  can be equipped 
with the inner product (u, v) =  uj vj< u>v e Emr ,  which defines the norm

INI = (£?S «?)*,« e Щ
It is obvious that Ет т  is a finite dimensional Hilbert space and is linearly homeomorphic 
to R ’,|T. On the other hand, we define the norm || • ||s on Ет т  as follows:

(2-1) M l . - I  I

for all u € EmT and s > 1.
Since the norms ||u||, and |խ||շ are equivalent, there exist constants Ci, Շշ (շշ >

Ci >  0 ), such that

(2-2) ci||u||a < ||u||, <  օշ||ս||շ, и e Emr-

Clearly, ||u|| =  ||ս||շ. For all u € Ет т ■ define the functional J  on Ет т  as follows:
- m T  m T

«*(“ )  =  -  J T J  5 1  Pn ( Д « п - і ) 4+1 +  5 3  F ( n , t i „ + A / ,« n ) ,
n s l  n s l

m T

(2 - 3 )  : =  - H ( u )  +  5 3  ^ * (ո » “ n + M , U n )-
n==l

It is clear that J  € C*(Emr , R), and using սա =  ит т> « і =  Um7 + i. for any u = 
(un}nez € Ет т  we can compute the partial derivative gjp- to obtain

Q---- =  A ( р „ ( Д и „ - і )  )  + / ( n , U n + A f .U n .U t i - A f ) .

Thus, u is a critical point of J on Ет т  if  and only if

A (p „(A tin_ i)* ) +  /(n,Un+M,Un,Un-A/) =  0, n € Z(1 ,m T).
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Due to the periodicity of u =  { t tn }n € Z  € Ет т  and f(n ,v 1, 1*2, Ѵз) in  th e  f ir s t  variab le  

n, we reduce the existence of periodic solutions of equation (1 .1 ) to  th e  existence o f  

critical points of J  on J 
of equation (1.1). Let

P-XISTENCE THEOREMS OP PERIODIC SOLUTIONS ...

P =

That is the functional J  is just the

2 - 1 0 0 - 1  \
- 1 2 - 1  ... 0 0
0 - 1 շ  ... 0 0

0 0 0 2 - 1

֊1 0 0  ... - 1 2

be a mT x mT matrix. It is easy to check that the eigenvalues of P are given by

(2.4) A* =  2 Լ1 — cos ► + я 0 ,1 ,Ѵ ” , т Г ֊  І.

Thus, Ao =  0, Ai > 0, A2 > 0, • - • , Amr _ i > 0, and we have 

Amin =  min{Ab A2 l - - ,AmT_ i }  =  2 ( l -  cos 4j.Tr),

(2.5) №  ■' r  ■л r \  \ , 1 I 4, if  m l is even,
Ainax-m ax{A 1,A2 , . . . ,A f„ r - i }  =  |  շ  (1  +  « *  J ^ ) , Մ mT is odd.

Denote W =  kerP =  {u 6  Emr\P n  =  0 6  RmT}. and observe that W =  ju  f  
Em-r\u =  {c}, 11 R}.

Let V be the direct orthogonal complement of E„,t  to W, that is, Ет т  = Ѵф И’. 
For convenience, we identify u G Emj՝ with u =  (u i,u 2, ■ ■ ■ ,Umr)*- 
• Let E be a real Banach space and let J  € CX(E, R), that is. J  is a continuously 

FY£chet-diffeieutiable functional defined on E. We say that J satisfies the Palais-Smale 
condition (Ր.Տ. condition for short) if any sequence { « ^ }  С E  for which {J  ( u ^ ) } 
is bounded and J ՛ (u ^ )  -> 0 as к —► oo. contains a convergent subsequence in E.

Let Bp denote the open ball in E  about 0 of radius p and let dBp denote its 
boundary.

Lemma 2.1 (Saddle Point Theorem (14, 16)). Let E be a real Banach space, and let 
E  =  E i ® E2, where E\ փ  {0} and is fin ite dimensional. Suppose that J € C l (E, R) 
satisfies the P.S. condition and
(J i) there exist constants a, p > 0 such that J\oB,nE, < o\
(J2) there exist e G Bp Ո  E i and a constant ա > a such that Je+Et ^  w.

Then J  possesses a critical value с> ш , where

с =  in f max J(h{u)), Г =  { li G C(BP Ո  E i, E) | Л|вв n£i =  *d},ЛёГиёВрПВ!
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and id  denotes the identity operator.

Lemma 2.2. Assume that the conditions (F i) — (F3 ) are satisfied. Then J  satisfies 

the P. S. condition.

P roof. Let {«<*>} С Е т т  be such that { J  (u(fc)) }  is bounded and J ' (u(fc)) -» 0 as 
к —► ос. Then there exists a positive constant Л/շ  such that | J  <  Л/շ.

Let u<*> =  +  ty(fc) e V  +  W. Taking into account that for large enough k,
m T

-ІМ І2  <  ( • / '  ( « (fc>)  , « )  =  ֊  ( / / '  ( u (fc))  : t i )  +  ] £ /  ( n >Ui+A *>u nfc). u i - A f )  « Ո ,

ПШІ
in  view o f (F2) and (F3 ), we obtain

m T

(h' («<*>) ,||) < Е/ ("•?!.«/•“»’.Հ-дО s i+ІКЧ,
n * l

m T

<  2M0 y ,  |հ * }| + \\vw \\2 <  ( 2 M o V r if+ 1)  |է /* > |լ .
n=l

On the other hand, we have

( я -  (»<*>) ,„<*>) =  ( ( Д ^ , ) ', Д Ѵ І ‘Л )

m T

£ p „ + i ( & Հ հ))
i+ l

S + l

= (б+і)н U kA.

Since

£ ri + 1 
<5 + 1 1

and

/m T  Հ

E M ՛
\n = l

<5+1
/  m T

E K ’)՛
\ n = l

«+1

о  mT Щ I I շ

Amin | H !  <  £  ( ճ Հ * })  =  (ѵ (Л>) P («<*>) <  Amax ,

we get

(2.6) —= _ Cf + 1A4? 1 І Ы І Г 1 <  Я  О Л  <  - І _ с г+ 1А ^  I lS l f ®
<* +  i  1 m,nII 11շ S M v  )  -  6 +  I е» АтахІГ II2 I

Thus, we have

р ^ + ,-\Ж  P i * * 1 ^  ( 2 M o > /^ T + 1)  p p

implying that is bounded. Next, we prove that } is bounded. Since
m T

(2.7) M2 > J  („<*>) =  - H  («<*>) +  £  F  ( ո , ս $ ս , Հ » )  =
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=  [* ■ (» .« & ,.« ? ')  - f  ’
n = 1  nml

in  view of (2.6) and (2.7), we can write
m T

f j  F < M2 + j — 4+1a S  ||v(
71=1

m T  л

Ш

EXISTENCE THEOREMS OP PERIODIC SOLUTIONS .

Щ  + II

Vn+M + 9v2

,(*>< M ։  +  j f - c i+ 'A X  ||«<‘ ) | r  +  2M0V riT  L<
0 +  1 II ІІ2 II

where Ѳ € (0,1). I t  is not d ifficult to see that |  £  F  (n , wn+M, ՛աո *) J ^  ^oun^

By (F3 ), {ш<‘ 1} is bounded. Otherwise, assume that ||u> ^ | | 2 + °°  ss к 00

Since there exist z ^  € R , к  € N , such that =  ( z ^ \  z^k\  • • • , 2 ^ )  ^  £mT, 01 

fc -+ oc we have

ІИ * } ІІЯ =  ( E  К }Г ) *  =  ( f V ^ I 2) *  =  Vm3r|*<*>| -> + 0 0 .

Since F  =  F  (n,:< fc)l2 <fc)), then F  ( ո , Հ ^ „ , ւ Հ ,է))  - *  +oo as к  -+

oc. This contradicts the fact that |  £  F  (n,u;Jl+M,u4,fĉ  J  is bounded, and shows 

that J  satisfies the P.S. condition. Lemma 2.2 is proved. □

Lem m a 2.3. Assume that the conditions (F i), (F j) and ( F 5 )  are satisfied. Then J  

satisfies the P.S. condition.
P ro o f. Let {«<*>} С Emr  be such that { J  (u(fcJ) }  is bounded and J ' («<*)) -» 0  as 
к  —» oo. Then there exists a positive constant M3  such that | J  ( » * ) |  <  M3 . For к 

large enough, we have

| ( / ( ս « ) , ս ( * ) ) | < ! „ < * ւ | լ .

Therefore

"3+g  IK*՝!, > ̂  и  - (r и  >>)=
H I  «  Й  1  / » ( — » .j ’ . 'g » ) ,
֊ X ,  F ( r*.«n+M.«n j  ճ + 1  I Յսշ

я»Г

•«?>+

Л іշ ո=1
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1 W » , « (B .
-------------  ■ Un+M +

<5 + 1 

Next, taking

9vi
,<*)

dt>2

h  =  |n  € Z ( l , m r ) | ^ « w) 2 +  ( Հ * * ) ’  > Л і | ,  

հ  = |n  € Z (l,m r)|^(t*2JM) a +  ( ^ ) 2 < Л і | ,

mT
in view o f (F4), we can write

| l +  ё М і ^ Ш
ո = 1

OF (ո , «J,+Af»«nfc))  (fc)

0 Vl ՛  “ n+M +  dV2 ’ “—— У
՚ + Ф  

—  £  6 + 1  Հ -ք

(*)

ոք/շ

Э/Г ( ^ . Հ + М .^ 0)  (fc) 9F  (n .Un + A f^ fc))
Un+A/ +

.(*)
awi " n+A* ՜ ^V2

mT

n€/i

— —  У ՝<5 +  1 կ  neh

dF  (n , u jffM, « «°) (Jk) dF  (n ,и ^ м , u4k))
.«n+M + ,(*)

dV2

m T

= (>֊|)Ê  (».Հ+*. Հ4)+rn E [|(«+V («■ Ш  11 -
rv=l n £ / j

OF (п , 1̂ м ,ц У )OF (n ,i4 ,+ M, « ո ’ )
„<*>
*n+A# 5V2

. «(*)

The continuity of ^(5  +  l)F (n ,V i, սշ) — — dF% '^ 'V2̂ V2 w ith  respect
to the second and th ird  variables implies that there exists a constant M 4 > 0 such 
that

■ i\EV  \  # F (n ,է>ւ,Աշ) dF(n,V|,V>|) .  . r- ( Ճ +  l)F (n ,V i,V 2 )------- ֊ -----  V§--------- j - ----- -V2 >  —M |,

for n € Z (l,m T ) and հ/vJ +  и2 < R \. Therefore, by (Fa), we get

Ш+ ա  H i  I - 1 I *. e  8 Ш I

where M 5 =  ( l  -  | )  n2m T +  у^утпТМд.
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Combining the last inequality w ith (2.4), we obtain

This implies that the sequence {||Ա^ | | 2} is bounded on the fin ite dimensional space 
E m T , and as a consequence, it  contains a convergent subsequence. Lemma 2.3 is 
proved. □

3. P r o o f s  o f  t h e  m a in  r e s u l t s  

In this Section, we prove our main results by using the critica l point theory.

P ro o f o f Theorem  1.1. Observe first that by. Lemma 2.2, the functional J  satisfies 
the P.S. condition. Hence, in order to prove Theorem 1.1 by using the Saddle Theorem, 

we need to verify the conditions (Jx) and (մշ). FVom (2.8) and (F j), for any v € V, 
we have

m T

J(v) =  -H [v )  +  ^ Е ( п ,ѵ п+м,Ѵп)
n = l

<  I  J —  № 9  ІМІ2+1 + mTMx +  M0  £  (խ ո+м і +  K |)
n = l

< — - cf +1Am̂n | խ | | 5 + 1  +  rnTM i +  2MoVmT\\v\\2 -> -oo  as |խ||շ -> +oo. 

Therefore, it  is easy to see that the condition (J i) is satisfied.

To verify the condition (մշ), notice that for any w 6  W, w =  (w \, ս>շ,- • • , iит тУ  
there exists z € R  such that wn =  z for a ll n G Z ( l ,m T). Next, in view of (F3 ), 

there exists a constant До > 0 such that F(n, 2 , z) > 0 for n £ Z and |z| >  Let

Me =  min F (n ,2 , z) and M 7 =  min{0, M s}. Then we have 
пег,|*|<Яо/ \ /2

F (n , z, z) >  M j, (n, z,z) € Z X R 2.

Therefore
mT m T

J(w ) =  F (n ,w n+M ,wn) =  F (n, 2 , 2 ) >  m TM j, w € W,
n = l  n s l

implying that the condition (J2) is satisfied. Thus, the conditions of (J i) and (J2) 

are satisfied, and the result follows. Theorem 1.1 is proved. □
P ro o f o f Theorem  1.2. By Lemma 2.3, the functional J  satisfies the P.S. condition. 

Hence to apply the Saddle Point Theorem, it  is enough to show that J  satisfies the 

conditions (J i)  and (7շ).
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To this end, observe first that for any w € W ,  since H(w) =  0, we have
mT

J(w) = E  F(n,Wn+M,Wn). 
n=l

and by (F i)
.  ,---------------V *(«+»)

J(w) >  o i շ 2  (Ѵ ^п+м  + wn) ֊  a2mT > -a 7mT.
nml

Combining this with (F4'), (2.4) and (2.8), for any v € V, we can write
m T — (5+1)

m  - - j f r c5+4“"  IH =+1+■13 £  +  “ -m r
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n=l

< ֊ ^ Г А , Х н Г + « зс Г +І’ 52 (Un+W + Հ )
*(*+ 1)

+  ацтТ

Let /і  =  —a2mT. Since 1 < о  < 2, there exists a constant p > 0 large enough such 
that

J(v) < Ц -  1 <  ц, V« € V, |խ||շ =  p.

Therefore, by Lemma 2.1, the equation (1.1) has at least one mT-periodic solution. 
Theorem 1.2 is proved. Q
P roof o f Theorem 1.3. Similar to the proof of Lemma 2.3, we can show that the 
functional J  satisfies the P.S. condition. We prove the theorem by using the Saddle 
Point Theorem. We first verify the condition (Jt ). To this end, observe that (F4 ) 
clearly implies ( Հ ) .  Hence for any v € V, by (F j) and (2.4), we have J(v) -> - 0 0  as 
IMI2 -» + 0 0 .

Next, we show that J satisfies the condition (J2). For any given v0 € V and w 6  W, 
we set u =  wo + 10. Then we can write

™T mT
J(u) =  - Я ( « )+ ^  F(n, Un+ Af,Un) =  —H(vо)+У^ F(n, (vo)П+М +W11+M, (цр)п+ц*я)



V P J+ l  ւ II— ni+1 I _ _?(^+l)if. и ?(^+l) , JM+Пи iiJ(l+l)> ֊ J —-յ-Са Anrnx |խօ||շ +ascf |խօ||շ + e 5c,* ||tu||f

Since 1 < 7  < 2, there exists a constant rj >  0 small enough such that

A * + ») >  = : "  >  «■

for «о € V with ||ѵо|І2 =  T) and for any w € W. Then for vo € V and for any w 6  W, 
we get |խօ||շ =  t] and J(vq +  w) > и > 0 .

Hence in view of Saddle Point Theorem there exists a critical point u € Emr , 
which corresponds to a mT-periodic solution of equation (1.1 ).

Noting that J(0) =  0 and J(u) > v > 0, we conclude that the critical point Ճ of 
J  is a nontrivial mT-periodic solution of equation (1.1). This completes the proof of 
Theorem 1.3. _ —  □
P roo f o f Theorem 1.4. The proof repeated the same arguments as those used in 
the proof o f Theorem 1.3, and so we oinit the details.

4. E x a m p l e s

As an application of the main theorems, we give two examples to illustrate our 
results.

Example 4.1. For all n 6  Z consider the equation:

(4 .1) Д  (p„(Д и „_ і) * )  +  q(5 +  I K *  [v»(n) («n+M +  Հ ) " (մ+1)՜ յ

+ ip {n -M ) (Աո + էՀ_ *ք) ,(<+1)՜ 1] = 0 , 

where {pn}  is a sequence of real numbers, <5 > 0 is the ratio of odd naturals M is & 
given nonnegative integer, ip is continuously differentiable and il>(n) > 0, T  is a given 
positive integer, рп+т =  Pn> 0, ՜Փ(ո +  T) =  t//(n) and 1 < о  < 2. We have

/(n , v\ , v j, ѵз) =  a(6 +  l)v 2 [v»(«) (v? +  «շ) * (<+l) ‘ +  V»(n -  M ) (v f +  v f) * (<+1) 1 j  

F (n ,v i, ѵз) =  il>(n) (vf +  ѵ%)*(Ш ).

Therefore
dF(n — M ,v2 ,ѵз) dF(n,vւ,սշ) _

dV2 dV2

= a(S + l)v 2 |У>(п) (v? + ѵ| ) “ ( і + 1 ) ֊1  +  V»(n -  M ) {v j +  w |)*(<+ l)֊lj .

I t  is easy to verify that a ll the assumptions of Theorem 1.3 are satisfied. Consequently, 
for any given natural m equation (4 .1) has at least one nontrivial mT-periodic
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solution. 

E xam p le  4.2. For a ll n € Z  consider equation (4.1) for r p ( n )  =  6 +  cos2(^? ), 

a  G (0,2). I t  is easy to  verify tha t all the assumptions o f Theorem 1.4 are satisfied. 

Consequently, for any given natural m equation (4.1) has a t least one nontriv ia l m T- 

periodic solution.
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