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Abstract: Signal processing systems, which are deterministic with 
inexactly specified parameters, or, stochastic because system parameters 
vary randomly in time, are treated in terms of a stochastic transforma­
tion or operator theory which determines statistical measures of the sys­
tem output in terms of statistical measures of the system input, and stochas­
tic Green’s functions, or system functions, involving statistics of the ran­
dom parameters. The earliest application was the determination of the 
spectral density of a randomly sampled random process. Extensions per­
mit the determination of two point correlation functions of the system 
output for systems involving any linear operations, e. g., for the solu­
tion process of an ordinary or partial differential equation with stocha­
stic process coefficients, boundary values, or forcing functions without 
the usual averaging, perturbation, or special process assumptions. Op­
timal processing or control can be considered as applications of the 
theory.

Randomly time varying systems arise in a number of ways. Practi­
cally all radio transmission channels can be treated as randomly time 
varying linear filters. Adaptive systems may be viewed as stochastic 
systems as parameters adapt to a changing environment. A random sig­
nal process may be sampled at random intervals of time for various 
reasons, e. g., in a multiloop system, we may have random sampling 
because of varying time delays for control computations for a particu­
lar feedback loop. In early work of the author [1], and in still 
earlier classified work, expressions were found for the first time for the 
spectral density of a randomly sampled random radar signal process. It 
became clear that the processing which resulted in the random sampling 
could be viewed as a „stochastic filter“ of a very general type [1]. It 
is unfortunate in this connection that terminology such as stochastic 
filter, stochastic system, stochastic control system, stochastic matrix, 
and stochastic differential equation have been widely used in much less 
general and appropriate connections). The expression for the spectral 
density of the randomly sampled random process reduced to known re­
sults for sampled processes when the sampling became regular, i. e., 
where the system became deterministic. This same investigation deter, 
mined the correlation of the solution process of a first order differen-
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tial equation of the form y + where ; (f) and rt (f) were Gaus­
sian stochastic processes and compared the result with Tikhonov’s ear­
lier solution when it became available in translation. Basically, the 
investigation [1, 2, 3, 4] was an attempt to combine linear system theo­
ry or linear operator theory and the theory of probability and stochas­
tic processes to consider systems involving stochastic behavior—i. e., a 
theory of „stochastic systems“ or „stochastic operators“. Thus, the ran­
dom sampling operator could be viewed as a stochastic operator which 
randomly transformed (sampled) the original random process. The con­
cept of a „stochastic Green’s function“ was introduced [1, 2, 3, 4] for 
desired statistical measures of the output process; References 4 or 7 
suggest and develop an iterative procedure for systems modelled by 
stochastic differential equations involving stochastic process coefficients 
Ov “)» * 6 T, € ($» I1)։ v =1» 2, ‘ ‘ ‘» n> Such a case is more inte­
resting than cases where randomness appears only in the forcing function 
or the boundary conditions since we have a stochastic (differential) ope­
rator. More recent work [5, 8, 9, 10] deals with stochastic partial dif­
ferential operators as well and consequently a great number of physical 
applications. Physically the operator may represent a filter, a-communica­
tion channel, a measurement, or a scattering medium. We.write y = H [x] 
where H is the stochastic operator, x is the input process and y the

oo

output process. Thus the response p(E)=Hx (7)) = J A (E, ■»]) x (vfidy 

-  OB
where A is a random Green’s function and y and x are random functions 
i. e., the output and input of a stochastic filter. Then, if the input and 
the parameters of H are statistically independent, the two point corre­
lation Ry (f1։ f։) for the stochastic process y can be given in terms of 
the correlation Rx of the stochastic process input x if an appropriate 
quantity called a stochastic Green’s function (for correlations) can be 
defined. The result holds also for the random function solution y of the 

n
differential equation Ly=x where L is given by 2 a»(f, w) d'ldf. Suppo­

sing L = L+R where L is the deterministic part of the operator and R 
the random part, i. e., each coefficient process a, = <a, where

‘ • n
a, is a zero mean random process, then L= 2 <a»(f)><f/<ft’ and 

-»—fl
n

R == 2 ««(<) d'ldt', (or 2M* ։ “) d'/dt'). 
*=0

Adomian has defined the „stochastic Green’s function“, when the 
the chosen „statistical measure“ is the two-point correlation, as the 
kernel Gh of the integral
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Ry (/։,^= ta, °i, °») R*  (°»« °։) dai d°* ‘

In earlier work, the quantity GH was given in terms of a random 
Green’s function h (f, t) by the relation

Gn(tu ta, «i, o»)= < (fi> °i) (^։» °։)^>։
Later work [8] has further defined the random Green’s function above 
by r*

h (f, a) = G (t, o) - T ’) G (s a) d'

with r a resolvent kernel, introduced by Sibul [5], which allows a con­
venient reformulation of the iterative approach. It is defined by

;r (t. *)  = 2 (-D" A"+’ ’)» 
m—0 

where
Kn(t, t)= J R (t, 'i) A'"-։ (Ti> x) rfxi

with Ai — K. Supposing G and K are known, T and h can be determined, 
and Gh can then be calculated as

GH = G (tlt nJ G (f„ a,) - j<r (f*  x1)> G oj G(ta, 

- J<f (t„ x,)>G (tx, oj G (t։, o։) <ft։+ 

+ JJ< r («1. r (*i  T։) > G (“4, aj (5 (t։, a։) d\ dxa.

The quantity G (t, x) is the ordinary or deterministic Green's 
function for the operator L obtained by separating a stochastic operator 
L into a deterministic part L and a random part R. The quantity K is 

n
the Green’s function corresponding to A՜1 R = G (t, x) 2 a, (t, w) d'/df 

v<=0
and can be obtained by repeated ’integrations by parts or by use of 
Green’s formula in terms of the£adjoint'operator as

2 (֊l)’d’/dr [a, (t) G(t, x)]

where a, is the random fluctuation in each coefficient process. If R 
involves no derivatives, i. e., if L = £-|-a (t), then K=]G (t, t) a (-c).

Thus the stochastic Green’s; functions for any desired statistical 
measure can be computed, e. g., the two point correlation R (tv Q 
above for the general nonstationary cases, or R (x) for the very special 
case of stationary transformation of a stationary process, or <D (/), the 
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spectral density. In the random sampling example of the author’s dis­
sertation, d’y (/) = J K (s, /) d’x (s) ds gave the spectral density of a 

randomly sampled random process whose spectral density before samp­
ling was The stochastic Green’s function K (s, f) was calculated 
for any probability law for the sampling.

Recent work [8] has shown that in the event perturbation theory 
is adequate to deal with the randomness involved, the results for per­
turbation theory are easily specialized from the general expression for 
Gh ta, t1։ 'tj) by letting R=£LU with <Lj^>=0. However, we are 
not limited to perturbation results nor special processes such as white 
noise and we make no closure approximations in the Boguliubov or hie­
rarchy manner [6]. Thus for the stochastic differential equation L^=x 
where x (t, u»՜), t^T, u>'£2' is a stochastic process (2' has a a-algebra 

n
defined and a measure) and L (f, <u)= 2 a, (t, u>) d’ldt*  is an operator 

’-0
involving the stochastic process coefficient a,(t, m), tÇ T, “$(2, the 
expected solution <J7^> = J J y (t, u), a/) dp (u>) dp' (a»') where p and 

e s'
I*'  are the appropriate measures on 2 and 2' [6]. <Zg.^> is not in gene­
ral, except for singular measures, equal to where <^x^> =
= Jx (t, <o') dp' (mz) and L [•] =<L (f, <o) [•] >> = J L (f, o>) [.] rfp. (a։).

S’ 1 8
Equivalently, <Ly^>^=<L^><j^>, obviously, and, (similarly, quantities 
of the form < RZ.-։RZ,~։IR • • • R£-1Rÿ^> cannot be separated into 

<R£"։ RL'^I-R-•RZ,-IRXj£> and the error in making such an appro­
ximation is now determinable.

One can further consider a linear system with input x (t), whose 
output state vector y (t) is n dimensional, described by the system 
equation g ™ / (y, x, t)= A (f) g+x (t) where A, is an nXn stochastic 
matrix (not the usual probability transition matrices but matrices with 
randomly time varying elements ay (t, œ), t£T, <i)£(2, F, p.), a probabi­
lity space) x (f) is the product of an n X r stochastic matrix B (t) with 
a rXl matrix u (t), a convenient formulation for stochastic control ap­
plications. The deterministic Green’s function G will now become a 
Green’s matrix for the deterministic part of the operator, i. e., a state 
transition matrix. This work is being published.

Finally, generalizations to partial stochastic differential equations 
and wave equations with stochastic d’Alembertian operator are possible 
Consider the scalar wave equation

֊ d։ T 1 - 1 - -Vsÿ (r, t, io)— — — +« (r, t, o>) ÿ (r, t, a>)=x (r, t, œ) 
Or L c։ J

Z* 4* •iVlSl’ift
%. nmuruL .•*>
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where t£T represents time, r^R3, on a probability space
(2, F, p). The quantities x and a, and consequently y, are all stocha­
stic processes (s. p.) dependent on space position and time, i. e., ran­
dom fields. The deterministic operator L is given by the ordinary 
d’Alembertian v*-(l/c ։) P/dt*  and the random part of the stochastic 
operator by R=(di/dta) a.

The Green՛։ function, for L J, is found from O։G=։ (x։— xj) 8 (x։— xj)8(x։— 

xs) ® ) where G(xt, x։, xj, t), or G (r, f) satisfies the equation and initial con­
ditions G (n 0) = Gt (7, 0)=0 and such that G is bounded for all t as either x, x, 
xa ->-+oo.

** Products of generalized functions are undefined unless they are in different 
dimensions, but we always do an integration in between so the iteration procedure 
here will still be valid.

Lifting L~lx=F we write the above as
y(r, t, <D)=F(r, t, <o)4-£-‘ (d’/df2) « (7, t, o>) y (r, t, o>)

where L՜1 is the inverse of the operator y2—(l/c2)(d2/df2). Denoting the 
Green’s function by G (r, t, ") or G (t, t)*,  the last term is rewritten 
as x) (d*/df ։)«(r, t) y (r, -t) dvdx, i. e., the random operator R

is -(dW a (t).
After integrating twice by parts we can write**  

y (r, t, o>)= F(r, t, o»)+ J J [d2G(r, t, 'J/d'2] a (r, t, u>) y (r, t, w) dvdx 

or more simply
y (0 =F (O+JJP’G (t, -J/dt2] a (t) y (t) dvdx.

(Suppressing the w and r for notational convenience) if quantities

and
G 9 W dx

dG (t, x) ----——- a
dx (’) V W

vanish as ± co which we suppose does happen either because of the 
initial conditions (G and G' zero) or because a is a reducible-to-sta- 
tionary stochastic process.

We write r (f, X)֊ 2 (-l)’B£n+։ (t, x) with Kr=K as before, 

. daG(t, x) ') = — d~

^2 T) = dvdzi=
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—a (X) dvd՜^

Ks (t, x)‘“ K* dvd'n, etc.

* A following paper by Sibul and Adomian will calculate the spectral spreading 
and the mutual coherence and related quantities.

T (f, t) = K{t, t) - K2 {t, x)+ Kt (t, t)+- • • =

=fC(t, ’)֊ *.)  dVld^+ H) ^(’i. ՝>) X

X K ('s, t) dvjdv^d'tjd'^------ —
d*G(t,r)  /x r r^G(f, t) zx zx . . ,= «<’) - J J ---— • w • (’>
4₽^^'W։W‘WX

X dvxdvadrxdra— ■ • •.
Thus we can determine the s. g. t. (stochastic Green’s function) either 
for the spectra) density s. m. (statistical measure) if it exists, or imme­
diately the more general two point correlation (and mutual coherence 
functions) thus

Ry (^i> ^2) = °1։ a*)  R*  ^81’ dajdaa

where Gh is found from h (t, x), the random Green’s function.
The first term of Gh (which we do not write out) shows the re­

sults for waves propagating in a deterministic medium. The other terms 
of Gh involving statistics of T show the effects of spectral spreading 
due to the stochastic medium. These are the terms lost by a mono­
chromatic assumption. The calculation for a specific case presents con­
siderable difficulty but can be made knowing the statistics (i. e., s. m.) 
of a. (such as correlation if a is gaussian). This problem has been con­
sidered substantially only by Sibul*).

The simplest calculation of the spectral spreading should result 
(if one determines first that stationarity exists in the solution process 
or wave function—the necessary and sufficient conditions will be dis­
cussed in another paper) if the spectral density is calculated from [1] ®y(fl = y *x(s)ds

where the stochastic Green’s function Kh is

KH(s,f)= t)h(f+ P, x-f-a)>e.\p (2r.։/ ₽} X
— 00

X exp {—2« ։s 0} drdfyda.
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In the more general nonstationary case, we make the time domain itera­
tive treatment, and if we assume gaussian behavior for the index of 
refraction, we observe the odd terms vanish in the series (terms invo 
ving products of odd numbers of a's) and the even terms are negative. 
Thus in forming products y (fx) y (it) for correlations, the contribution 
of the spectral spreading or non-monochromatic terms of Gh (*•  e., the 
last three of the four term expression) are all positive.

Our procedure involves no assumption of statistical independence 
of the solution s. p. or wave function and the stochastic index of ref­
raction and makes no closure approximations [6].

The first application of this work was the processing of a signal 
by a „stochastic filter“ which randomly sampled the signal at intervals 
of time governed by a probability law. Work on optimization of sto­
chastic systems and numerous other applications is immediately sug­
gested.
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Դ. ԱԴՈՄՅԱՆ. Ազդանշանի ձևափոխումը ժամանակի ընթացքում պատահական ձևով փոփոխվող 
սիստեմներում (ամփոփում)

Դիտարկվում է սիստեմի ելքում պրոցեսի բաշխումը նկարագրելու խնդիրը սիստեմի մուտ­
քում պրոցեսի րաշխման և սիստեմը բնութագրող պատահական Գրինի ֆունկցիա լի տերմին­
ներով։ Խնդիրը բերվում է ստոխաստիկ դիֆերենցիալ հավասարման լուծմանը։ Ստացված է 
նաև երկկետանի կորելյացիոն ֆոնկցիայի արտահայտությունը։

Г. АДОМЯН. Преобразование сигнала в системах, случайно меняющихся 
во времени (резюме)

С помощью теории стохастических операторов рассматриваются преобразую­
щие сигнал детерминистические системы; системы, параметры которых определены 
неточно или стохастически, а также системы, параметры которых случайно меня­
ются во времени.

Решается задача определения распределения процесса на выходе системы в 
терминах распределения процесса на ее входе и стохастической функции Грина, 
описывающей работу системы. Впервые эта теория была применена при определении 
спектральной плотности случайной выборки значений случайного процесса. В даль­
нейшем удалось получить двухточечную функцию корреляции для процесса на вы­
ходе системы, включающей любые линейные операции, т. е. для решения обычного 
или с частными производными дифференциального уравнения с коэффициентами, 
граничными условиями или правыми частями, задаваемыми случайными процессами. 
При этом удается избежать предположений о частном виде- процессов, а также про­
цедур возмущения усреднения. Оптимальное преобразование процесса или его регу­
лирование могут рассматриваться как применения этой теории.
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